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Abstract

While deep neural networks (DNNs) have strengthened
the performance of cooperative multi-agent reinforcement
learning (c-MARL), the agent policy can be easily per-
turbed by adversarial examples. Considering the safety
critical applications of c-MARL, such as traffic manage-
ment, power management and unmanned aerial vehicle
control, it is crucial to test the robustness of c-MARL algo-
rithm before it was deployed in reality. Existing adversar-
ial attacks for MARL could be used for testing, but is lim-
ited to one robustness aspects (e.g., reward, state, action),
while c-MARL model could be attacked from any aspect. To
overcome the challenge, we propose MARLSafe, the first ro-
bustness testing framework for c-MARL algorithms. First,
motivated by Markov Decision Process (MDP), MARLSafe
consider the robustness of c-MARL algorithms comprehen-
sively from three aspects, namely state robustness, action
robustness and reward robustness. Any c-MARL algorithm
must simultaneously satisfy these robustness aspects to be
considered secure. Second, due to the scarceness of c-
MARL attack, we propose c-MARL attacks as robustness
testing algorithms from multiple aspects. Experiments on
SMAC environment reveals that many state-of-the-art c-
MARL algorithms are of low robustness in all aspect, point-
ing out the urgent need to test and enhance robustness of
c-MARL algorithms.

1. Introduction
With the success of deep neural networks (DNNs),

tremendous success have been made in cooperative multi-
agent reinforcement learning (c-MARL), which powers nu-
merous real-world applications, including traffic manage-
ment [5, 12], power management [8, 39] and unmanned
aerial vehicle control [6,7], etc. Recently, it has been shown
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Figure 1. An overview of our work. c-MARL algorithm could be
attacked from three aspects, namely state, action and reward. We
test the robustness of c-MARL from these aspects.

that adversarial examples [2, 10, 19, 21, 23, 40] are capa-
ble to perturb these safety-critical application with high-
confidence, raising a serious concern on the robustness of
c-MARL algorithms.

Testing the robustness has been a promising solution
for DNN models. Being able to thoroughly test the ro-
bustness of DNN models will benefit researchers to dis-
cover weakness in DNN models and policy makers to en-
sure safe deployment in many sensitive scenarios. Many
highly-influential works have been published in computer
vision communities to test robustness and interpret adver-
sarial examples [9, 15, 17, 18, 24, 25, 37, 42] using multiple
algorithms, metrics and attack settings. Recently, Behzadan
et al. [1] also benchmarked the robustness of reinforcement
learning (RL) algorithms towards different state perturba-
tions.

However, to the best of our knowledge, no work exists
to test the robustness of c-MARL algorithm. Besides, from
the perspective of multi-agent MDP, its possible for hack-
ers to attack from the aspect of reward [13], state [22] and
action [10]. While existing attack could be used as test-
ing tool, they all focus on only one aspect (state, action,
reward), making the test limited since c-MARL algorithm



might be robust in one aspect, but hacker can attack from
all possible aspects.

To tackle the problem, we propose MARLSafe, a multi-
aspect testing framework of c-MARL algorithms. The moti-
vation of our paper is summarized in Fig. 1. First, motivated
by multi-agent Markov Decision Process (MMDP), multi-
agent reinforcement learning contains 5 elements: state, ac-
tion, reward, environment dynamic, and discount factor.
Consider existing literature and the feasibility of pertur-
bation, we assume hacker might perturb the state, action
and reward in MMDP. Then, we view the robustness of
c-MARL as the ability to resilience attacks from multi as-
pects. Note that since hackers might attack from any aspect,
an algorithm must be simultaneously robust in all aspects in
order to be considered robust. Second, due to the scarcity in
c-MARL attack literature, to the best of our knowledge, [21]
is the only paper to attack c-MARL in state aspect, while no
work exists to attack other aspects. We propose c-MARL
attacks based on the aspect of state, action and reward. To
figure out the performance and characteristic of these at-
tacks in c-MARL tasks, we conduct experiments of attacks
on the StarCraftII Multi Agent Challenge (SMAC) environ-
ment [32]. Our contributions can be listed as follows:

• To the best of our knowledge, MARLSafe is the first to
test the robustness of c-MARL algorithms from multi-
ple aspects, namely state, action and reward.

• Technically, MARLSafe propose adversarial attack for
c-MARL algorithms from multiple aspects. Some as-
pects are first proposed in c-MARL literature.

• Empirically, we find the testing method in MARLSafe
could attack state-of-the-art c-MARL algorithm with
high confidence (i.e., towards 0% winning rate).

2. Related Work
2.1. Adversarial Attacks

Szegedy et al. [34] first defined adversarial attacks and
proposed L-BFGS attack to generate adversarial examples.
By leveraging the gradient of the target model, Goodfel-
low et al. [11] proposed the Fast Gradient Sign Method
(FGSM) to quickly generate adversarial examples. Since
then, many types of adversarial attacks have been pro-
posed, such as gradient-based attacks (PGD, C&W) [4,27],
boundary-based attack (DeepFool) [29], saliency-based at-
tack (JSMA) [30]. Brown et al. [3] first proposed advesarial
patch, which adds a local patch with impressive textures to
the input image. Liu et al. [26] proposed a patch attack to-
wards automatic check-out in physical world. Wang et al.
[38] proposed Dual Attention Suppression attack to make
the adversarial patches both malign and beautiful. Adver-
sarial attacks on machine learning models have been ade-

quately investigated, showing the potential risk of neural
networks when it comes to practical application.

2.2. Multi-Agent Deep Reinforcement Learning

Deep reinforcement learning methods tend to train a pol-
icy network which maps state observations to action prob-
abilities. DRL algorithms can be roughly categorized into
two types: policy-based and value-based algorithm. Pol-
icy based algorithms often rely on policy gradient, such as
DDPG [20] and PPO [33]. Value based algorithms often
predict the Q-value, such as Deep Q Network (DQN) [28].
In MARL tasks, the most straightforward way to acquire
a policy is to train individual agents, which is called Inde-
pendent Q-Learning (IQL) [35, 36]. However, this strategy
is not efficient in MARL environments requiring cooper-
ation. Recent works adopted CTDE framework, such as
QMIX [31] and MAPPO [41], can enhance the cooperation
of agents and achieve better performance. However, those
algorithms also suffer from robustness problem, which have
not been properly evaluated.

2.3. Adversarial Attacks on DRL

Huang et al. [16] evaluated the robustness of DRL poli-
cies by perturbing the observations through FGSM attack
on Atari Games. Liu et al. [23] proposed a spatiotempo-
ral attack for embodied agents, which generates adversarial
textures in the navigation environment. Lin et al. [22] pro-
posed an attack method which perturbs the observation at
some crucial frames, and they achieved targeted attack for
DRL policies. Behzadan and Munir [2] propose a black-box
attack by introducing a surrogate policy to minimize the re-
turn. Han et al. [13] proposed reward flipping attack at train
time in software-defined networking tasks. Gleave et al.
[10] proposed the adversarial policy in competitive multi-
agent settings, which trains an opponent agent while fix pa-
rameters of the victim policy to attack the victim model. To
the best of our knowledge, [21] is the only paper to attack
c-MARL by perturbing the input state of agent.

3. Methodology
3.1. Formulation of Attacks

A multi-agent Markov Decision Process (MMDP) is de-
fined as a tuple (S, {Ai}i∈N , R,P, γ), where S denotes
the state space, A := A1 × ... × AN denotes the joint
action space with N agents, R : S × {A} × S → R
is the joint reward function for all c-MARL agents, and
P : S × {A} → S is the transition probability of the
environment, also known as environment dynamics. The
next state is determined by environmental dynamics, cur-
rent state and actions taken by agent: P(s′, r|s, {ai}) =
p(st+1 = s′, rt+1 = r|st = s, {ait} = {ai}), where t is the
time step. γ ∈ [0, 1] is the discount factor. Most c-MARL
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Figure 2. The framework of MARLSafe. Motivated by MMDP framework, we propose state, action and reward test to test its robustness.

tasks can be regarded as a MMDP, and agents hope to learn
a stationary policy π(·|s) to maximize the discounted return

Gt =
∞∑
k=0

γkrt+k.

When it comes to adversarial attacks, we introduce an
adversary ν(·) ∈ B(·) to perturb the elements in MMDP,
where B(·) is the available perturbation set. (·) can be state
s, action a or reward r. The goal of adversarial attack is to
minimize the discounted return G by perturbing elements
in MMDP. Generally, due to the limited perturbation bud-
get and attack feasibility, the adversaries are encouraged to
perturb the elements in MDP as small as they could, while
achieving attack as strong as they could. Thus, attackers
have the full control of victim model and in most works,
they choose to attack on one of the three elements which is
suitable for their specific conditions.

3.1.1 Attacks towards States

The goal of attacks towards states aims to perturb the state
observed by agents, such that agents will perform erroneous
actions that harm the final reward. The goal of attacks to-
wards state can be formulated as below:

min
ν(s)

Gt =

∞∑
k=0

γkrt+k,

s.t. ν(s) ∈ B(s), s′ ∼ P (s′|s, {ai}), {ai} ∼ π(·|ν(s)),
(1)

Note that state-based attack is very similar to adversarial
attacks in computer vision, or natural language processing,
which perturb model input at test time to mislead the output
at test time. Therefore, methods perturbing states usually
apply gradient-based attack (e.g. FGSM, PGD, etc.) to gen-

erate the adversarial perturbation in a white-box setting. For
black-box settings, the transferability of adversarial exam-
ples renders it possible to train a surrogate model, generate
white-box perturbations, then transfer them to the black-box
policy. Attacks based on query is also feasible.

3.1.2 Attacks towards Rewards

Applied in training time, attacks towards rewards modify
rewards given to agents to interfere the policy, such that the
attacked agent cannot achieve its desired goal. Given adver-
sary ν that perturbs the reward, the process can be formu-
lated as:

min
ν(r)

Gt =

∞∑
k=0

γkrt+k,

s.t. ν(r) ∈ B(r), s′ ∼ P (s′|s, {ai}), {ai} ∼ π(·|s, ν(r)).
(2)

where π(a|s, ν(r)) means the policy π is learned from per-
turbed reward ν(r). This type of attack usually do not need
to have any knowledge of the model. Instead, it misleads
the policy by flipping the sign of rewards at certain time.
Previous works [13] have shown that only a certain number
(e.g., 5% of all experiences) of flipping operation can de-
stroy the training process. This can be extremely harmful
when the reward signal is corrupted or hijacked.

3.1.3 Attacks towards Actions

Attacks towards actions directly perturb selected actions
without modifying rewards or observations. Specifically,
attacks towards actions substitute the action given by orig-
inal policy to the action given by an adversarial policy, or



add noise to the original policy to minimize the total goal.
The formulation of attacks towards actions can be listed as
follows:

min
θ

Gt =

∞∑
k=0

γkrt+k,

s.t. ν(π) ∈ B(π), s′ ∼ P (s′|s, {ai}), {ai} ∼ ν(π(·|s)).
(3)

There are several approaches about how to perturb the ac-
tion. For continuous action space, adversary can add proper
perturbations on the original action. Additionally, it is effec-
tive to train an adversarial policy πadv to replace the orig-
inal policy π. Attacks towards actions require the control
of model outputs, and accordingly, it can degrade the model
performance by a large margin.

3.2. Proposed Method

Based on the formulation above, we propose our MARL-
Safe method with the help of three types of attacks. These
attacks can (1) comprehensively cover the elements of
MMDP and test the robustness from multiple aspects, (2)
test the policy at training time and test time, and (3) can run
in white-box and black-box settings. The overall framework
of MARLSafe is given in Fig. 2.

3.2.1 State Test

To test the robustness in the dimension of state, we apply
gradient based attack to the observation of agents. In c-
MARL settings, agents follow CTDE framework and com-
municate with each other only by their observations at test
time. The perturbed observations mislead the attacked agent
to deviate from the cooperation. To simplify the attack,
we add perturbations by using fast gradient sign method
(FGSM) [11], where we execute untargeted attack with the
objective of minimizing the probability of original optimal
action. As a result, our adversarial perturbations reduce the
output logits of optimal actions, and induce the policy to
choose worse actions. Define a∗ = argmaxa π(s) as the
optimal action selected by policy, and Q(s, a∗;π) refers to
the output logit of policy network π for s and a∗. The attack
in state test can be formulated as below:

ν(s) = s− ϵ · sign(∇Qs(s, a
∗;π)). (4)

3.2.2 Reward Test

Reward poisoning is a threatening attack method for RL
policies at training time. In c-MARL settings, the train-
ing process is centralized, and the environment usually re-
turns a total reward rather than a group of rewards. Moti-
vated by [13], we flip the sign of a certain percent k% of
rewards during training time, poisoning rewards to prevent

the model from acquiring a good policy. As the training
data is collected one episode a time, we choose the max
k% reward in an episode to flip their sign. When k = 0,
it becomes a normal training process, and when k = 100,
the policy will aim at minimizing the team reward. Define
rthresh as the threshold at the k% rewards of all time steps,
and we can formulate our testing method as below:

ν(r) =

{
r, r ≤ rthresh

− r, r > rthresh
(5)

3.2.3 Action Test

In c-MARL settings, we use the powerful black-box attack
method adversarial policy [10] as our testing method. How-
ever, vanilla adversarial policy is formulated as a zero-sum
Markov game between two opposing agents, which is not
suitable for c-MARL settings. For MARLSafe, we propose
the testing method that we get the control of one agent as a
”traitor”, and train the ”traitor” to maximally perturb other
agents with their policies fixed. The reward of the adver-
sarial policy is set to the opposite number of original team
reward (i.e., the traitor seeks to minimize the reward of col-
laborated agents with fixed policy). Define the reward of ad-
versarial policy as r′, the formulation of action test is listed
in Eq. (6).

ν(π) = πα(s),

s.t. max
ν(π)

∞∑
k=0

γkr′t+k

(6)

4. Experiments

In this section, we conduct experiments to demonstrate
the effectiveness of MARLSafe. We choose StarCraftII
Multi-Agent Challenge (SMAC) [32] as our experimental
environment. We use EPyMARL framework as our testbed.
All of our experiments are conducted on a server with 3
NVIDIA RTX 2080Ti GPUs and a 26-core 2.10GHz In-
tel(R) Xeon(R) Gold 6230R CPU.

4.1. Experiment Settings

MARL Algorithm We choose QMIX [31] and MAPPO
[41] as algorithms to test. QMIX and MAPPO are pop-
ular algorithms with CTDE framework in c-MARL tasks,
thus deserving a test. QMIX is based on Q-learning, while
MAPPO is based on policy gradient. In QMIX, agents share
a deep Q-network for decentralized execution, and a Q-
value mixer is applied for centralized training. In MAPPO,
agents select actions via an actor network, and actions of all
agents are evaluated by a critic network. The hyperparame-
ters of MARL algorithms is consistent with EPyMARL.



Map Algorithm WR TR mDA mDE

2s3z QMIX 96.88% 19.74 0.84 4.94
MAPPO 100.00% 20.00 0.84 5.00

11m QMIX 100.00% 20.00 2.00 11.00
MAPPO 100.00% 20.00 2.81 11.00

Table 1. Performance of QMIX and MAPPO without attack. Both
algorithms were able to outperform hardest build-in AI of Starcraft
with a very high win rate.

SMAC Maps We choose 2s3z (2 Stalkers and 3 Zealots)
and 11m (11 Marines) as our experiment maps, where red
team controlled by agents and blue team controlled by com-
puter have same units. Note that the original SMAC does not
contain the map ”11m”. The 11m map is modified from the
original map ”10m vs 11m”, to balance the number of units
for two players and give fair comparison in action test. The
goal of normal agents in SMAC maps is to kill enemy units
as much as possible, and the game ends when one team lose
all units or the time step reach the limit. In our setting of
action test, the first agent will be controlled as a ”traitor”.
In 2s3z, the ”traitor” is a Stalker. We select the difficulty of
computer as level 7 (hardest possible).

Hyperparameters of Attack In state test, we perform
FGSM attack in ℓ∞-norm and set ϵ = 0.05. In reward test,
we set filp rate k% = 10%. In action test, we fix other
agent’s policy and train the ”traitor” agent with deep recur-
sive Q-network (DRQN) [14]. The traitor do not have ac-
cess to global state or observation of other agents. As for the
reward of traitor, it receives a positive reward when allies
get damaged or die, and receives a negative reward when
when enemies get damaged or die. Winning the game will
receive negative rewards, and losing the game will receive
positive rewards. The reward is normalized to [−20, 20].

Evaluation Metrics The performance of a policy in
SMAC environment can be evaluated by metrics below: win
rate (WR), team reward (TR), mean number of dead allies
(mDA), and mean number of dead enemies (mDE). In our
experiments, we calculate and show these 4 metrics to eval-
uate the robustness of MARL policies. We test 32 episodes
of games for each experiment to calculate these metrics.

4.2. Experimental Results

Performance without Attack The performance of
QMIX and MAPPO without attack is listed in Tab. 1.
Without attack, the performance of QMIX and MAPPO
greatly surpasses the hardest build-in AI inside the Star-
CraftII game. Both in 2s3z and 11m, the winning rate
reaches 100% with a maximum reward. The great perfor-
mance proves the effectiveness of these MARL algorithms.

Performance under State Test We apply our state test
on QMIX and MAPPO, whose results are showed in Tab. 2.

Map Algorithm WR TR mDA mDE

2s3z QMIX 9.38% 11.85 4.72 1.69
MAPPO 65.62% 17.91 3.34 4.25

11m QMIX 0.00% 9.76 10.94 5.53
MAPPO 31.25% 14.62 9.69 8.66

Table 2. Performance of QMIX and MAPPO under state test. Both
algorithms shows weak robustness, while MAPPO is relatively ro-
bust.

Map Algorithm WR TR mDA mDE

2s3z QMIX 0.00% 5.32 4.41 0.06
MAPPO 0.00% 0.00 3.72 0.00

11m QMIX 0.00% 0.00 2.09 0.00
MAPPO 0.00% 5.89 11.00 0.16

Table 3. Performance of QMIX and MAPPO under reward test.
None of the algorithms are robust under reward-based attack.

Map Algorithm WR TR mDA mDE

2s3z QMIX 0.00% 10.07 4.97 1.34
MAPPO 0.00% 11.59 5.00 2.13

11m QMIX 6.25% 9.88 10.69 4.81
MAPPO 0.00% 10.53 11.00 6.31

Table 4. Performance of QMIX and MAPPO under action test.
None of the algorithms are robust under action-based attack.

The results show the vulnerability of these two algorithms,
drastically reducing the winning rate of QMIX and MAPPO
from 100% to lower than 15%. State-based attacks came as
a ”natural” attack. The replay demonstrates that all agents
behaves as they are on battle with their opponent naturally,
but ends up losing the game. When comparing two algo-
rithms, we find that agents trained with MAPPO algorithm
is more robust in the dimension of state than those trained
with QMIX. Considering that the decentralized agent net-
work structures of QMIX and MAPPO are identical, we hy-
pothesis the robustness came from the training process, and
the centralized training network (i.e. mixer network or critic
network) might play an important role in model robustness.

Performance under Reward Test The results of reward
test are listed in Tab. 3. We notice that win rates in these
experiments are equally 0%. However, the mean number of
dead allies does not reach the number of all allies. Accord-
ing to the detailed results, not all allies are killed when the
time step reaches the limit, and the game ends with nobody
winning. The trained policy behaves as all agents fleeing
from their enemies. They spare no effort to fight against en-
emies or quickly surrender and get killed. It possibly results
from the characteristic of reward attack, which only flips the



(a) attack towards states (b) attack towards rewards (c) attack towards actions

Figure 3. Illustration of different behaviors of MARL agents under three types of attacks. Agents under state-based attack act relatively
normal, but failed to cooperate. Agents under reward-based attack jointly flee from opponents. Traitor under action-based attack first flee
away, then exert influence on normal agents.
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Figure 4. Reward curve of normal agents and reward-attacked
agents in an episode, during training.

sign of the maximum part of rewards. When enemies get
damaged or killed, the reward increases rapidly and thus
is likely to be perturbed, thus avoided. When agents died,
the reward decreases, and is unlikely to get perturbed, As
a result, agents get punished by being killed and develop
the behaviour of avoid getting killed, but not killing oppo-
nents. Fig. 4 shows the total rewards by time step during
training. Despite perturbing only 10% of the total reward,
the algorithm learns a corrupted policy, and the real reward
continues to go down. Due to the high effectiveness of re-
ward test, we conclude that robustness at the dimension of
reward is usually overlooked yet vulnerable. It is necessary
to pay more attention to reward poisoning attacks.

Performance under Action Test Tab. 4 shows the per-
formance of QMIX and MAPPO under action test. We can
draw a conclusion that the ”traitor” controlled by adversar-
ial policy leads to a great failure of battles. Interestingly,
in the original SMAC map ”10m vs 11m”, 10 Marines con-
trolled by MARL policies can easily defeat 11 Marines con-
trolled by the computer with almost 100% win rate. How-
ever, when the traitor was added, the agents performed
much worse with stronger ally numbers, stongly proofing
the vulnerability of MARL policies. On the other hand,
agents controlled by QMIX can sometimes defeat the com-
puter in 11m map, which implies its better robustness to-
wards action test.

Different Behaviors of Agents under Attacks Fig. 3
presents the behavior of MARL agents under different types

of attacks. We can clearly see the various behavior of
agents and infer the characteristic of these attacks. Under
the attack toward states, agents seem to try to behave as
normal agents, but their actions become chaotic and non-
cooperative. Clearly, attack toward states only suppresses
the probability of the optimal action, so agents tend to
choose suboptimal actions, which are sometimes effective
but cannot achieve 100% win rate since not being optimal.
Under the attack towards rewards, agents seem to flee from
their enemies. As the sign of greater reward flipped, agents
avoid causing severe damages to their enemies, but they
also avoid death because they cannot get any reward after
they die. These limitations result in the fleeing behavior of
agents. Under the attack towards actions, the adversarial
policy hide behind the team while others attack as normal.
However, the action of the adversarial policy affects the de-
cision of its teammates, leading them to be defeated. After
all normal agents die, the adversarial agent moves forward
and quickly get killed. The adversarial policy learned by re-
inforcement learning acquire the optimal action to lose the
game.

5. Conclusion

In this paper, we propose MARLSafe, a robustness test-
ing framework for c-MARL algorithms. First, we formu-
late the existing attack method in the formulation of MDP,
and categorize them by MDP elements: state, reward and
action. Moreover, we propose a robustness testing method
from multi aspects, and propose several adversarial attack
method c-MARL settings to test the robustness of c-MARL
algorithms. To the best of our knowledge, MARLSafe is
the first paper to test the robustness of c-MARL algorithms
from multiple aspects, and our method could attack state-of-
the-art c-MARL algorithm with high performance degrada-
tion. The results of our experiments indicate that c-MARL
algorithms are facing severe robustness problems, and it is
necessary to explore comprehensive defense methods that
jointly covers the aspect of state, action and reward.
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