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Abstract

Imperceptible poisoning attacks on entire datasets have
recently been touted as methods for protecting data privacy.
However, among a number of defenses preventing the prac-
tical use of these techniques, early-stopping stands out as
a simple, yet effective defense. To gauge poisons’ vulner-
ability to early-stopping, we benchmark error-minimizing,
error-maximizing, and synthetic poisons in terms of peak
test accuracy over 100 epochs and make a number of sur-
prising observations. First, we find that poisons that reach a
low training loss faster have lower peak test accuracy. Sec-
ond, we find that a current state-of-the-art error-maximizing
poison is 7× less effective when poison training is stopped
at epoch 8. Third, we find that stronger, more transferable
adversarial attacks do not make stronger poisons. We advo-
cate for evaluating poisons in terms of peak test accuracy.

1. Introduction
The threat of maliciously perturbed data being unexpect-

edly included in a dataset is high due to automated web
scraping. Web scraping is increasingly used to construct
large datasets, necessary for training groundbreaking deep
learning models [4, 23]. The modified data, called a poi-
son, can induce malicious behavior in a deep neural net-
work trained on this data by an unwitting practitioner [11].
Data poisoning attacks are tailored for different kinds of
erroneous model behavior: backdoor attacks ensure pre-
specified input features cause inaccurate output [6, 13],
feature-collision attacks cause a particular target example to
be misclassified as a base class [24, 33], and availability at-
tacks aim to degrade overall test performance [2,3,8,17]. In
this work, we focus on availability attacks - a flavor of data
poisoning attack where the poisoner tries to induce poor
performance for the victim network on the clean distribu-
tion. Often, for availability attacks, the poisoner is allowed
to perturb the entire dataset, or a large portion of it. Interest-
ingly, this form of data poisoning has recently been pitched
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Figure 1. Poisons which are learned faster have lower peak test
accuracy on CIFAR-10. For every poison, we log both the epoch
after which the training loss dips below 0.5 and the peak test accu-
racy over 100 epochs.

as a means of protecting data privacy. For example, a num-
ber of practical experiments have demonstrated that adver-
sarial poisons can be used to reduce the accuracy of pro-
tected classes within a facial recognition dataset [8, 9, 17].

But no approach or application of data poisoning is use-
ful if it can be circumvented easily. That is, if the victim
which trains on a poison can still achieve good performance
on the clean distribution, then the poison is ineffective.
Many defenses have been shown to reduce a poison’s effec-
tiveness: adversarial training [10,17,29,31], early-stopping
[17, 30], and diluting the poison with clean data [8, 17]. In
this work, we focus on the defense of early-stopping. Using
early-stopping, a practitioner chooses among the best mod-
els in terms of validation accuracy on a holdout set, over
all models seen during training. In comparison to other de-
fenses, this defense is essentially passive. Even if the prac-
titioner training the model is not aware of the attack (and
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Figure 2. There are a number of effective poisons for which final
test accuracy doesn’t correlate well with peak test accuracy. Ef-
fective poisons have both low peak test accuracy and low final test
accuracy.

hence would not consider actively using defenses), they
would still select the best model by peak validation accu-
racy. The defense does not require writing new training
logic, designing a new architecture, or collecting new data.

Overall, our contributions can be summarized as follows:

• We find that the early epochs of poison training are
a good indicator of whether a poison will reach a
high test accuracy. There exists a correlation between
peak test accuracy and the number of epochs before a
threshold loss is reached.

• We demonstrate that final test accuracy does not cor-
relate well with peak test accuracy. We advocate for
evaluating poisons based on peak test accuracy over
final test accuracy.

• We find that adversarial attacks which are stronger or
more transferable do not always lead to more effective
error-maximizing poisons.

2. Related Work
To conduct availability attacks on neural networks, re-

cent works have modified data to explicitly cause gradient
vanishing [25] or have minimized the loss with respect to
the input image [17]. More recently, strong adversarial at-
tacks, which perturb clean data by maximizing the loss with
respect to the input image, have been shown to be the most
successful approach thus far [8]. But success has largely
been defined by the final test set accuracy of the poisoned
network. In this work, we show that final test set accuracy

does not tell the whole story by investigating early-stopping
as it is the simplest and most practical mitigation. A thor-
ough overview of data poisoning methods can be found
in [11].

2.1. Error-Minimizing Noise

Dubbed unlearnable examples, images perturbed with
error-minimizing noises are a surprisingly good data poi-
soning attack. A ResNet-18 network trained on a CIFAR-10
[18] sample-wise error-minimizing poison achieves 19.9%
final test accuracy, while the class-wise variant achieves
16.4% final test accuracy after 60 epochs of training [17].
The discovery of unlearnable examples also included analy-
sis of error-maximizing noise, but results demonstrated that
error-maximizing noise was not as effective in degrading
test set performance of a classifier.

2.2. Error-Maximizing Noise

A number of works have shown that adversarial exam-
ples can fool DNNs at test time [5, 12, 19, 21, 28] through
the use of error-maximizing perturbations. Adversarial ex-
amples are crafted by optimizing an objective which seeks
to maximize the network’s prediction error. While many
adversarial attacks operate under an additive threat model,
where the adversary is allowed to add an imperceptible per-
turbation vector to a clean image, spatial [32] and functional
[20] threat models have also been explored. Functional ad-
versarial attacks introduced a novel class of threat models
which, at the time, produced the highest attack success rates
even after adversarial training. The ReColorAdv [20] attack
uses a parameterized function to map each color in an im-
age to a new color in the adversarial example. Laidlaw et
al. also explore combining this functional threat model with
spatial and additive threat models, resulting in stronger,
more transferable attacks. In Sec. 4.2, we explore whether
poisons created using these attacks are effective.

The use of error-maximizing noises for data poisoning is
highly effective as an availability attack. The most effective
error-maximizing poison can poison a network to achieve
6.25% test accuracy on CIFAR-10 [8]. In Sec. 4.1, we find
that if the victim network were to train a network for fewer
epochs, this poison is less effective.

3. Adversarial and Synthetic Poisons

3.1. Problem Statement

We formulate the problem of creating a clean-label poi-
son in the context of image classification with DNNs, fol-
lowing [17]. For a K-class classification task, we denote the
clean training and test datasets as Dc and Dt, respectively.
We assume Dc,Dt ∼ D. We let fθ represent a classifica-
tion DNN with parameters θ. The goal is to perturb Dc into
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Figure 3. A CIFAR-10 image and its corresponding normalized perturbation from different poisons labeled by IDs from Tab. 1. The
original clean sample is shown in (a). Error-minimizing and error-maximizing poisons are shown in columns (b) and (c). Synthetic random
poisons are shown in columns (d) and (e).

a poison Dp such that when DNNs are trained on Dp, they
perform poorly on test set Dt.

Suppose there are n samples in the clean training set, i.e.
Dc = {(xi, yi)}ni=1 where xi ∈ Rd are the inputs and yi ∈
{1, ...,K} are the labels. We denote the poisoned dataset
as Dp = {(x′

i, yi)}ni=1 where x′
i = xi + δ is the poisoned

version of the example xi ∈ Dc and where δ ∈ ∆ ⊂ Rd is
the perturbation1. Perturbations δ are bounded by ∥δ∥p < ϵ
where ∥·∥p is the ℓp norm and ϵ is set to be small enough that
it does not affect the utility of the example. Perturbations
are typically restricted to be sampled from a set of allowable
perturbations ∆ which, in effect, defines the threat model.

Poisons are created by applying a perturbation to a clean

1Functional poisons are not contained within this additive threat model.
Whereas an additive attack perturbs each pixel separately, functional at-
tacks apply a function f(·) to every pixel, and the adversarial example is
written x′

i = f(xi).

image in either a class-wise or sample-wise manner. When
a perturbation is applied class-wise, every sample of a given
class is perturbed in the same way. That is, x′

i = xi + δyi

and δyi ∈ ∆C = {δ1, ..., δK}. Due to the explicit correla-
tion between the perturbation and the true label, it should
not be surprising that class-wise poisons appear to trick
the model to learn the perturbation over the image content,
subsequently reducing generalization to the clean test set.
When a poison is applied sample-wise, every sample of the
training set is perturbed independently. That is, x′

i = xi+δi
and δi ∈ ∆S = {δ1, ..., δn}.

Error-maximizing availability poisoning aims to solve
the following objective in terms of perturbations δi ∈ ∆
to samples xi ∈ Dc:

max
δ∈∆

E(x,y)∼Dt
[L(f(x), y; θ(δ))] (1)



whereas error-minimizing poisons solve the following ob-
jective:

min
δ∈∆

E(x,y)∼Dt
[L(f(x), y; θ(δ))] . (2)

Both objectives are bi-level optimization problems, as θ is
implicitly defined via:

θ(δ) = argmin
θ

∑
(xi,yi)∈Dc

L(f(xi + δi), yi; θ) (3)

In the case of an error-maximizing poison, the adversary
intends for a network, f , trained on the poison in the manner
of Eq. (3), to perform poorly on the test distribution Dt, as
in Eq. (1), from which Dc was also sampled. We use SGD
to optimize Eq. (3) and projected gradient descent (PGD) to
optimize Eq. (1) or Eq. (2), following [17] and [8].

With the exception of the functional poisons, all poisons
we consider contain perturbations δ which satisfy ∥δ∥∞ ≤
ϵ = 8

255 , as previous studies have determined that these
perturbations are imperceptible to human observers [17].
All poisons are outlined in Tab. 1. For the remainder of
our work, we refer to a poison by their ID. Only P10 and
P100 are optimized using a ResNet-50. All other poisons
are crafted using a ResNet-18 [15], trained from scratch on
clean CIFAR-10 for 40 epochs. We plot a sample image
and its corresponding normalized perturbation for a variety
of poisons in Fig. 3.

3.2. Generating Adversarial Poisons

We craft a number of error-maximizing poisons using
the open-source code of Fowl et al. [8]. In particular, we
employ targeted 10, 100, and 250-step PGD [21] and MI-
FGSM [7] attacks. The poison crafted using a targeted
250-step PGD attack is the main poison published by Fowl
et al. [8], where a ResNet-18 trained on the poison will
achieve a final test set accuracy of 6.25%. Our version2

of this poison is slightly less effective, achieving final 8.2%
test accuracy. Our functional poisons make use of a func-
tional attack, ReColorAdv (C) [20], which can be combined
with a spatial attack, StAdv (S) [32] and an additive delta
(D) attack like PGD. Following the naming style from Laid-
law et al., the FCSD poison perturbs images using ReColor,
StAdv, and PGD. The functional poisons are the only poi-
sons where perturbations are not constrained to an ℓ∞ ball
around the original image. Functional attacks use different
distance measures to quantify perceptual similarity between
the clean and the adversarial example.

We also craft two error-minimizing poisons, SU and CU,
using open-source code from Huang et al. [17], one of
which is sample-wise and the other class-wise.

2Fowl et al. only release the untargeted version of their poison, so we
crafted the targeted version using their open-source code.

ID Detail Type Appl. Peak Final
Acc (↓) Acc (↓)

P10 10-step PGD Max S 83.43 61.84
P100 100-step PGD Max S 45.02 11.59
P250 250-step PGD [8] Max S 57.30 8.15
M10 10-step MIFGSM Max S 71.18 25.27
M100 100-step MIFGSM Max S 69.05 14.58
M250 250-step MIFGSM Max S 70.20 12.36
FC 100-step Functional C Max S 87.09 86.93
FCS 100-step Functional C+S Max S 83.82 83.37
FCSD 100-step Functional C+S+D Max S 80.31 80.00
SU SW-Unlearnable [17] Min S 33.77 32.83
CU CW-Unlearnable [17] Min C 33.22 19.19
R1 1 region R C 75.83 74.79
R2 2 regions R C 34.96 31.14
R4 4 regions R C 24.51 11.45
R16 16 regions R C 24.54 20.32
R64 64 regions R C 33.21 13.00
R128 128 regions R C 44.26 12.22
RN 1024 regions R C 66.58 11.64
LF2 2x2 DCT R C 53.51 45.36
LF3 3x3 DCT R C 43.36 42.71
LF4 4x4 DCT R C 48.59 48.59
LF5 5x5 DCT R C 47.16 29.12
LF6 6x6 DCT R C 51.04 39.40
LF7 7x7 DCT R C 53.72 32.74
LF8 8x8 DCT R C 75.96 41.54

Table 1. A summary of all CIFAR-10 poisons considered in this
work. Poisons are given an ID for easy reference. Poison per-
turbations are either Error-Minimizing (Min), Error-Maximizing
(Max), or Random (R), and are applied to clean images in a Class-
wise (C) or Sample-wise (S) manner. The best class-wise and
sample-wise poisons are in bold.

3.3. Generating Synthetic Poisons

A quick glance at the normalized error-minimizing and
error-maximizing perturbations in Fig. 3 illustrates the dif-
ficulty of understanding why they work. A much simpler
noise type to understand is that of synthetic, random per-
turbations. Our synthetic poisons are randomly generated
and are designed to take advantage of two kinds of fea-
tures that convolutional networks seem to be biased to-
wards: spatially-local [1] and low frequency [14, 22]. Both
these synthetic class-wise noises represent a first step in de-
signing poisons which are learned quickly.

Regions noise. To generate a noise with n patch regions,
we sample n vectors of size 3 from a Bernoulli distribution.
Each vector is then scaled to lie in the range [− 8

255 ,
8

255 ].
Finally, the n vectors are repeated along two dimensions to
achieve a shape of 32×32×3. With the exception of the R2
poison, a Regions noise contains patches of size 32√

n
× 32√

n
.

Low frequency noise. To generate low frequency per-
turbations, we first sample an n×n× 3 matrix of Gaussian
noise, representing a DCT block. We then append zeros to
the matrix along the first two dimensions to achieve a shape
of 32 × 32 × 3 and subsequently perform the inverse DCT
transform. When n is small, the resulting image contains
low frequency patterns.
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Figure 4. Train Loss and Test Accuracy curves when training a ResNet-18 on a variety of poisons. The first column displays curves for a
clean training run plus three selected poisons: class-wise random noise (RN), class-wise unlearnable (CU), and 250-step PGD (P250). The
second column displays curves for regions poisons. The third column displays curves for low-frequency poisons.

4. Experiments

Employing a variety of poisons, our experiments were
designed to answer two key questions: Are poisons that
are learned faster a better defense against early stopping?
and do stronger, more transferable adversarial attacks make
more effective poisons? In Sec. 4.1, we train a number of
ResNet-18 models on different poisons with cross-entropy
loss for 100 epochs using a batch size of 128. For our op-
timizer, we use SGD with momentum of 0.9 and weight
decay of 5 × 10−4. We use an initial learning rate of 0.1,
which decays by a factor of 10 on epoch 50.

4.1. Poisons learned faster are more effective

While poison effectiveness is generally measured by the
final test set accuracy of a poisoned model, an arbitrarily
low final test set accuracy is not effective if the victim could
simply stop training early and obtain better test set perfor-
mance. Thus, we define peak test accuracy as the highest
test set performance over 100 epochs, and evaluate our poi-
sons from Tab. 1 on this metric. As we show in Fig. 2, there
are a number of poisons which reach low final test accuracy,
but high peak test accuracy.

To define the speed at which a poison is learned, we ar-
bitrarily choose a loss threshold of 0.5 and take note of the
first epoch when the training loss is less than 0.5. This is a
reasonable loss threshold given that nearly 85% of poisons
we tested reach a cross-entropy loss of 0.5 by epoch 10. By
taking note of the epoch after which a model reaches this
threshold, we obtain a proxy for the ease with which a poi-

son is learned.
For every poison, we hence obtain both an epoch until

the loss threshold is reached and the overall peak test accu-
racy during training. We plot our results in Fig. 1 and ob-
serve that poisons which are learned faster reach lower peak
test accuracy, and are thus better defended against early-
stopping. We provide training loss and validation accuracy
curves in Fig. 4. Our version of the sample-wise adversarial
poison from Fowl et al. [8], which we label P250, reaches a
final test set accuracy of 8.15%, but reaches a peak test ac-
curacy of 57.3% as shown in Fig. 4 — the poison is 7× less
effective when we stop training at epoch 8! This serves as
an example that poisons should be evaluated by their worst-
case performance. The correlation between how quickly
a poison is learned and its peak test accuracy suggests we
should strive to minimize the loss early in training.

Our synthetic regions poisons and low-frequency poi-
sons are a first step at designing perturbations which are
learned quickly by convolutional DNNs like ResNet-18.
Attempting to take advantage of a CNN’s bias for spatially-
local image features, our regions poisons have patches of
the same color. Taking advantage of a DNNs bias for low-
frequency patterns, our low frequency poisons span a spec-
trum of complexity. Training curves from Fig. 4 demon-
strate that as the number of regions increases, poisons are
generally learned more quickly, but there is a sweet spot for
the number of regions (R4 and R16 have particularly low
peak accuracy and final test accuracy). Compared to regions
poisons, low frequency poisons perform more poorly over-
all. Interestingly, as the number of frequencies increases



Poison
Victim Networks Poison Detail

ResNet-18 VGG-19 MobileNet GoogLeNet Avg (↑) Peak Acc (↓) Final Acc (↓)

RN 8.35 6.28 23.50 10.43 12.14 66.58 11.64
P10 14.24 7.55 34.55 13.00 17.34 83.43 61.84
P100 83.90 65.55 90.03 81.57 80.26 45.02 11.59
P250 95.55 84.58 95.73 90.93 91.70 57.30 8.15
M10 38.40 20.21 46.56 29.35 33.63 71.18 25.27
M100 53.18 22.79 46.75 43.12 41.46 69.05 14.58
M250 48.70 20.65 46.71 36.42 38.12 70.20 12.36
FC 94.95 38.88 53.88 50.85 59.64 87.09 86.93
FCS 99.97 73.18 76.23 88.69 84.52 83.82 83.37
FCSD 100.00 83.53 86.24 94.74 91.13 80.31 80.00

Table 2. Attack transferability of different error-maximizing CIFAR-10 poisons against victim models of varying architecture. Peak and
Final accuracy (%) are for a ResNet-18 trained on the poison. Values within 1% of the best are in bold.

from LF2 to LF8, the poisons appear to be learned more
slowly, and the corresponding test accuracy curves show
higher peak accuracies. For example, LF7 reaches a peak
accuracy of 53.72% while LF8 reaches 75.96%. Further
work is needed to develop a poison which can induce lower
than R4’s 24.51% peak test accuracy on CIFAR-10.

4.2. Stronger attacks do not make stronger poisons

Both error-maximizing noise and error-minimizing
noises were evaluated in Huang et al. [17], but their pro-
posed error-minimizing sample-wise noise produced lower
clean test set accuracy across the entire training process
compared to other all other poisons. To optimize their error-
maximizing noise, they used a 20-step PGD attack.

Despite the apparent success of error-minimizing noise
over error-maximizing noise, Fowl et al. found a way to
bring error-maximizing noise back into the spotlight: us-
ing a stronger 250-step PGD attack [8]. Why did a 250-
step attack behave so differently as a poison, when com-
pared to the 20-step PGD attack? The findings of Fowl et
al. [8] could be used as an indication that stronger adversar-
ial attacks are the key to improving error-maximizing poi-
soning performance. Rather than continue to increase the
number of attack steps, we opt to investigate whether ad-
versarial attack transferability is correlated with poisoning
performance.

To evaluate this claim, we conduct an analysis of ad-
versarial attack transferability across a range of error-
maximizing attacks from Tab. 1. We consider four DNN
architectures as victim networks: a ResNet-18 [15], VGG-
19 [26], MobileNet [16], and GoogLeNet [27], which we
train on CIFAR-10 for 200 epochs. Recall that sample-wise
error-maximizing poisons are constructed by performing an
adversarial attack on each clean image from the training set.
Thus, attack transferability is measured by computing the
fraction of examples in the poison which are misclassified
by the victim network. We present attack transferability re-
sults alongside the corresponding poison’s peak and final
test accuracy in Tab. 2.

An adversarial attack can be considered stronger than an-
other if it uses more attack steps or if it is more transferable
to other DNNs of differing architectures. In terms of peak
test accuracy, increasing the number of attack steps for a
PGD or MI-FGSM attack does not improve peak test accu-
racy. For example, P100 achieves a peak test accuracy of
45.02%, while the more transferable P250 poison achieves
57.30%. Stronger, more transferable adversarial attacks do
not necessarily degrade test accuracy either. The case of
FCSD is a striking example: the adversarial attack is one of
the most transferable across the four victim networks, yet
performs very poorly as a poison.

5. Conclusion
In this paper, we made a number of observations which

should be taken into account when designing poisons for
the purpose of data privacy protection. Motivated by de-
fending against the mitigating effect of early-stopping, we
found that poison training exhibits a correlation between
how quickly a model reaches a low loss threshold and the
peak test accuracy overall. This leads us to propose that
poisons should be learned quickly to ensure peak test ac-
curacy remains low throughout training and user privacy is
meaningfully protected.

To further understand this phenomenon, we craft two
kinds of synthetic poisons aimed at taking advantage of
CNN biases. But while random, spatially-local regions poi-
sons are learned quickly, they suffer from being slightly per-
ceptible. Low frequency perturbations, on the other hand,
do not achieve low test accuracy.

Finally, our experiments suggest that adversarial attacks
which are more transferable or stronger in terms of steps do
not lead to effective error-maximizing poisons. Due to high
peak test accuracy, we caution against error-maximizing
noises for data poisoning.
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